Supporting Online Material

Materials and Methods

Yeast strains and media

For initial experiments we used the haploid S288C-derived yeast strain FY3 (MATa ura3-52).  We used the haploid strain CEN.PK (MATa), derived from CEN.PK122, for testing the ability to detect single mutations in a non-reference strain and for performing experimental evolution in the chemostat.  Gene mapping was performed in the diploid strain, CP1AB (MATa/(), closely related to S288C.

Selection of spontaneous mutants was performed on plates containing either synthetic complete medium with 60mg/L canavanine sulfate and without arginine; yeast nitrogen base without amino acids or ammonia supplemented with uracil and 0.5% proline as a nitrogen source and 3mM D-histidine and 1.5mM D-serine; and yeast nitrogen base supplemented with uracil and a final concentration of 1mM 5-flurocytosine.  All solid media contained 2% glucose.  For spontaneous mutant selections, we inoculated ten independent overnight cultures from the same single colony purified clone.  We plated ~5 x 106 cells from each culture on independent plates and allowed two days growth at 30ºC.  We picked one mutant from each plate and single colony purified them on non-selective media. 

BY4716 (MAT( Lys2(0), an S288C-derived strain, was transformed with an AMN1 construct as described(1).

Experimental evolution of CEN.PK was performed in a defined medium as reported previously(2) under sulfur limitation by using a concentration of 3 mg/L ammonium sulfate.  Cultures were maintained in steady state growth by means of a chemostat as described(2).

Yeast strains grown for the purpose of DNA preparation were grown in 100mL cultures of yeast extract, peptone and 2% dextrose (YPD) medium.    

DNA isolation, microarray hybridization and sequencing 
To obtain high quality DNA we used Qiagen Genomic Tips and Genomic DNA Buffers as per the manufacturers instructions.  Three samples of 10µg of purified DNA were digested to 25-50bp fragments using 0.15U of DNaseI in the presence of 1.5mM cobalt chloride and 1x One-Phor-All buffer for 5, 10 or 15 minutes at 37(C.  DNaseI was heat inactivated at 100ºC for 15 minutes.  The digestion products were analyzed on a 2% agarose gel and a completely digested sample selected for labeling.  

DNA was end-labeled using 25U of terminal transferase and 1nmol of biotin-N6-dATP (Enzo Life Sciences) at 37(C for 1 hour.  The reaction was stopped by the addition of 5µL of 0.2M EDTA.  The labeled DNA was mixed with 150µg of BSA, 30µg of salmon sperm DNA and 5µL of the 3nM B3 biotin control oligonucleotide (Affymetrix) in a hybridization buffer containing a final concentration of 100mM MES salts (4:3 MES hydrate: MES sodium salt), 1M NaCl, 20mM EDTA and 0.01% Tween-20 100 to a total volume of 300µL.          

The sample was heated to 99ºC for 5 minutes, cooled at 45ºC for 5 minutes and spun in a microcentrifuge for 5 minutes to collect any particulate matter.  200µL of the sample solution was applied to the Affymetrix Yeast Tiling (Reverse) Microarray (YTM), which had been pre-incubated with hybridization buffer for 10 minutes at 45ºC.  The hybridization reaction was allowed to occur for 20 hours at 45ºC at 60rpm in a hybridization oven.


Following hybridization, the reaction solution was removed and the array was washed on an Affymetrix GeneChip Fluidics Station 450 using the EukGe-wash4v2 protocol.  The protocol entails a non-stringent wash A (0.9M NaCl, 60mM NaH2PO4, 6mM EDTA and 0.01% Tween-20) followed by a stringent wash B (100mM MES salts, 0.1M NaCl and 0.01% Tween-20).  The array was stained using 10µg/mL R-phycoerythrin-streptavidin with 2mg/mL BSA in 1x staining buffer (100mM MES salts, 1M NaCl and 0.05% Tween-20) in a volume of 600µL.  Biotinylated anti-streptavidin antibody (3µg/mL) with goat IgG (0.1mg/mL) and 1.2mg of BSA in 1x stain buffer in a total volume of 600µL was added to amplify the signal. Finally, a second staining using the R-phycoerythrin-streptavidin mixture was performed.   

The YTM was scanned once at 0.7µm resolution using the Affymetrix scanner.  The hybridization intensity of the 9 central pixels was determined (representing 75th percentile of the entire feature) and an average intensity computed using the GeneChip Operating software to yield a .CEL file containing the average intensity at each feature.     

All sequences were confirmed by polymerase chain reaction (PCR) amplifying the relevant and cycle sequencing using typical methods.
Analysis of probe behavior and design of algorithm

By contrast to previous reports using tiling arrays in which probes are evenly spaced across the genomic region(3, 4), Affymetrix Yeast Tiling Arrays (YTM) provide complete and redundant coverage of the genome using a stepwise design in which probe sequences overlap such that each adjacent probe is shifted 5bp relative to the reference sequence.  The physical location of probes is randomized on the YTM thereby minimizing the confounding effect of any spatial bias in hybridization.  Probe sequences cover 98.5% of the genome with no obvious bias in excluded genomic sequence (i.e. probes corresponding to repetitive regions such as telomeres and retrotransposons are represented).  More than half (51.8%) of the genomic sequence is covered by 6 or more probes and only 11.9% is represented by 3 or fewer probes.  For each 25mer designed to perfectly match the reference sequence (PM probes) there is a corresponding mismatch (MM) probe in which the 13th nucleotide has been replaced with an alternative base (A with T,  G with C and vice versa).  Thus, the microarray has ~2.6 million PM probes and ~2.6 million corresponding MM probes for a total of ~5.2 million probes on the array.

We modeled the decrease in probe intensity caused by a single SNP as a function of the SNP’s position within the probe, the sequence surrounding it, the probe’s GC content and the hybridization intensity obtained using a non-polymorphic reference genome (FY3). To fit the model, we used a set of SNPs in strain RM11-1a (available at www.broad.mit.edu), identified by direct comparison of its genomic sequence to that of the S288C reference genome.  Sequences were aligned with the global alignment software MAVID and scanned for single nucleotide variants, identifying 86,443 potential SNPs. Of these we eliminated any that were within 25 base pairs of another SNP, to ensure that we examined only probes that differed from the hybridized sample’s DNA at a single base. To avoid confounding effects of inaccurate or incomplete sequence, we further eliminated any sites where the RM11-1a sequence had a PHRED score less than 30, as well as any within 50 base pairs of an indel in the RM11-1a/S288C alignment.  In addition, we excluded probes that had more than 15 identical BLAST hits in the reference genome and those probes for which the difference of the PM – MM ( -0.05 (9,563 of 2,464,467 probes across the whole array) in the analysis of the reference genome sample (strain FY3; see below).  This left a training set of 24,848 SNPs, overlapped by 123,016 probes on the tiling array. We reserved a random sample of 1000 SNPs for testing and fit the model to the remaining SNPs.


All intensity values were log2 transformed and normalized for the purpose of training the model and performing SNP predictions.  To normalize each hybridization we used a method similar to Li and Wong's(5) set invariant normalization.  We selected a subset of probes that appeared with high confidence to interrogate non-polymorphic regions of the sample. These were probes with intensity less than 1.5 standard deviations from their median value in five reference hybridizations. Use of this subset ensured that normalization eliminated only those intensity differences due to random experimental variation, and not true sequence differences between sample and reference. We then used a lowess procedure to fit the difference between sample and reference measurements as a function of sample intensity. We used this function to normalize the intensities of all probes on the sample microarray.  

We compared signal intensities from a single hybridization of RM11-1a with the corresponding averages for five hybridizations of FY3.  We observed that a SNP’s position within the probe is a strong predictor of its effect on signal intensity, with more central positions having a larger effect (Fig. S1).  Additionally, the average intensity obtained for the reference DNA sample is a strong predictor of a probe’s behavior in the presence of a SNP, mainly because the difference between PM and MM intensity is positively correlated with the signal decrease caused by a SNP (Fig. S2).  We believe that the difference between PM and MM intensity reflects multiple factors affecting hybridization efficiency including cross-hybridization potential, the tendency to form secondary structures that impede hybridization, and the effect of a probe’s specific sequence on the stability of duplex formation. We also found significant effects of the GC content of a probe and the local sequence context of a potential mismatch, defined as the neighboring two nucleotides. Altogether, these predictors explained 72% of the variance in signal change caused by the presence of a SNP.   We used these data to fit a model that predicts the intensity of a probe in the presence of a specified SNP. 

We modeled the difference between RM11-1a intensity and the FY3 reference as:
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where Dijt is the signal difference for perfect match probe i overlapping a SNP at position j within the probe, with nucleotide triplet t including and flanking j. GCi is the GC content of probe i, and  PMi and MMi are the intensities of perfect match and mismatch probes for the reference sequence. Iijt represents the two- and three-way interaction terms among the three covariates, omitted here for clarity. We fit the model and estimated parameters using the statistical analysis package R (R Foundation, http://www.r-project.org). To check against over fitting due to the model’s large size, we estimated its 4608 parameters using only half of the probes in the training set and then used these values to predict signal changes for the other half. Observed and predicted values for the training set were correlated with an R2 value of 0.73, while those for the test set were correlated with an R2 of 0.68, showing that the model predicted novel data nearly as well as it did the data used for fitting.

We used the model to determine for each base in the genome the expected signal intensities of all overlapping probes under two distinct hypotheses: the base in the hybridized sequence is identical to the reference sequence or different from it. In the non-polymorphic case, the expected intensity ni of probe i was estimated as the observed mean intensity of i over the five FY3 hybridizations. In the polymorphic case, the expected intensity pi was estimated as ni - Dijt.  For both cases, the intensity variance 
[image: image2.wmf] was estimated based on the sample variance over the FY3 hybridizations.  We assigned each probe the average variance across a set of 501 probes with a similar minimum intensity(6).  Assuming a normal distribution in either case, these values can then be used to generate a log likelihood ratio that the observed intensities xi for the corresponding location k in a given sample indicates a polymorphic vs. a non-polymorphic site:
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where we have taken the log of the likelihood ratio, summed over i probes overlapping the site, and converted to log10. Positive values of Lk (hereafter referred to as the prediction signal) indicate a greater likelihood that site k is polymorphic than non-polymorphic, with higher values corresponding to increased confidence in this conclusion.  This score is highly sensitive to underestimates of 
[image: image4.wmf], if the observed intensity of a probe is far from either ni or pi. To avoid misleading extremes introduced by this sensitivity, the lowest variance among the probes overlapping a site was increased to the value of the second lowest variance. 
In addition, probes were eliminated from the score calculation if they made a negative contribution to the prediction signal despite having intensities more than two standard deviations below ni.  We implemented this algorithm in a program called SNPscanner written in C++.

Once L was calculated for every site in the genome, potential polymorphic sites were identified as those nucleotides with a prediction signal > 0.  The presence of a SNP results in positive prediction signal for adjacent non-polymorphic bases, yielding a characteristic region of elevated prediction signal delimited by at least 5 consecutive nucleotides with a prediction signal below zero.  A region corresponding to a predicted SNP included drops below threshold, as long as these extended for no more than four bases.  The predicted position of the SNP was defined as the base in the region with the maximum score L. 

Although this approach yielded a high true positive rate, we sought to minimize the number of false positives by imposing additional criteria for filtering SNP predictions on a genome-wide scale.  We considered any SNPs covered by a single probe on the array to be unreliably measured and discarded any predictions that were not based on data from at least two probes.  In addition, we applied a voting scheme requiring that more than one probe must individually predict the presence of a SNP at position k with a prediction signal > 5 and the number of probes that individually predict the presence of a SNP at position k must be greater than the number of probes that predict position k is non-polymorphic with a prediction signal < -5.  In this voting scheme, prediction signals between -5 and 5 are given a weight of 0.  Finally, predictions were removed if the region above the signal threshold associated with a peak did not extend for at least 6 nucleotides. 

 We wished to extend our approach to allow the prediction of SNPs that differ between two related non-reference strains, A and A(, using data from a single hybridization experiment of each DNA.  To do this we first predicted polymorphisms using SNPscanner and filtered the resulting predictions for each sample using the criteria above.  We compared predictions for each sample and identified unique regions of positive prediction signal in A( that were absent in the corresponding region of A.  In order to call a SNP present in A( and absent in A we required that the prediction signal remain ≤0 for the entire corresponding region of A for which the prediction signal in A( ≥ 0 and reached a maximum of at least 5.

We observed that in addition to being sensitive to predicting the presence of SNPs, our algorithm accurately detected the presence of large deletions, which are characterized by large continuous regions in which the prediction signal remains greater than zero.  Generally, the width of a region with prediction signal greater than 0 in the presence of a SNP was 18-22 nucleotides.  Although it remains possible that a larger continuous region with prediction values greater than zero is indicative of a large number of localized polymorphisms, we considered regions in which the prediction signal remained above zero for >50 nucleotides as likely evidence of the presence of a deletion. 

Model validation
We tested the performance of our algorithm using a set of 1,000 high quality SNPs from RM11-1a that we had excluded when training the model.  We confirmed that 981 SNPs were represented by at least one probe on the YTM and excluded the other 19 SNPs from further analysis.  At a prediction signal > 0 we detected 944 of the 981 (96.2%) SNPs.  We compared our false negative rate to our false discovery rate (FDR) by using SNPscanner to predict SNPs on hybridization data from FY3 DNA not included in the training data.  At a prediction signal > 0 we called 23,026 putative SNPs in FY3 (Fig S3).  By increasing our threshold to a prediction signal > 5 we were able to reduce the number of false positives across the genome to 7 (~1 per 2Mb) while retaining predictions for 801 (81.7%) SNPs in RM-11-1a.  By filtering these raw SNPscanner data using a set of empirically derived criteria described above we were able to reduce the number of false positives to 0 whilst retaining 77.5% (760 of 981) of real SNPs.

We investigated the level of precision with which we were able to call polymorphic sites.  Of the 760 SNPs predicted at a prediction signal of 5, 347 (45.6%) were predicted at the precise polymorphic base pair.  An additional 316 (41.5%) SNPs were called 1 or 2 bases away from the exact location; i.e., our algorithm correctly predicts the location of a SNP within two base pairs 87.1% of the time.  
Supporting Text

Genome-wide mutation prediction applied to positional cloning
 CP1AB is a homozygous diploid strain that is derived from an S288C background.  Despite its presumed isogenicity with the S288C-derived strain, FY3, CP1AB has a growth deficiency on acetate, and genetic crosses to FY3 indicated mendelian segregation of the phenotype. This growth defect has been mapped to a 50kb centromeric region of chromosome XVI, but could not be further localized due to the low recombination rate in this region (7).  CP1AB has undergone experimental evolution for >200 generations under glucose limitation, yielding a number of independently evolved strains(8).  One of these, E2, is once again able to grow on acetate and when sporulated shows 2:2 segregation of the acetate growth defect, indicating an acquired dominant mutation(9).  Crosses of an E2 spore able to grow on acetate with FY3 resulted in ~100% of segregants able to grow on acetate. These results generated two expectations:  a sequence difference between CP1AB and FY3 corresponding to the cause of the acetate phenotype in the former, and a second difference, either a true reversion or a closely linked sequence change, that causes reversal of the phenotype in E2. 
When we analyzed genomic DNA from these strains using YTMs and SNPscanner, our expectations were unambiguously met.  Both CP1AB and the E2 spore differed from FY3 at nucleotide position chrXVI:549440.  This site falls within the AEP3 gene, which encodes a mitochondrial protein that stabilizes the mRNA encoding subunits 6 and 8 of the ATP synthase complex.  Disruption of AEP3 has been reported to result in a growth defect on non-fermentable carbon sources(10).  We sequenced AEP3 in CP1AB and the E2 spore and identified a mutation, chrXVI:549441A(C in CP1AB (Table S3) that results in a Q320P replacement at a residue conserved in all Saccharomyces sensu stricto yeast species.  Sequence analysis of the E2 spore identified both this mutation in addition to an adjacent mutation, chrXVI:549440C( A that results in a P320T replacement and a second mutation chrXVI:549450A(G resulting in a E323V replacement three codons downstream.  One or both of these mutations must be an intragenic suppressor of the mutation that originated on the CP1AB allele.  Subsequent sequence analysis of an additional strain evolved from CP1AB, E3, that also segregated an acetate growth phenotype as a mendelian trait that was mapped to the same locus(9), identified a mutation that was a true reversion to the original S288C sequence (Table S3).
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Fig S1.  The decrease in intensity observed at each probe is a function of SNP position.  We observed the greatest decrease in intensity when the polymorphism fell within the central ten bases of the probe.  The end of each box marks the upper and lower quartiles, and the filled circle within each box indicates the median value.  The brackets extend to the furthest data point no more than 1.5 times the interquartile range from the box.  The empty circles show outlier values. 
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Fig S2.  The difference in intensity between a probe and its corresponding mismatch probe (x-axis, Perfect match – mismatch intensity) is linearly related to the decrease observed at a PM probe when an experimental DNA sample containing an SNP is hybridized to the YTM (y-axis). The end of each box marks the upper and lower quartiles, and the filled circle within each box indicates the median value.  The brackets extend to the furthest data point no more than 1.5 times the interquartile range from the box.  The empty circles show outlier values.
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Fig S3 By increasing the threshold prediction signal score (indicated on the graph) at which we call a SNP, we are able to minimize the number of false positives while retaining a high true positive rate in a test set of 981 RM-11-1a SNPs (dashed line). 
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Fig S4 A single mutation was predicted in the 1809bp GAP1 corresponding to a C(G mutation at nucleotide 514, 919 on chromosome XI.  The confirmed mutation falls within GAP1, which is shown in its entirety.
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Fig S5 A single mutation was predicted in the 477bp FCY1 corresponding to a C(T mutation at nucleotide 677,256 on chromosome XVI.  The confirmed mutation is within FCY1, which is shown in its entirety.
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Fig. S6.  Visual inspection of the physical location of probes associated with predictions of polymorphisms revealed manufacturing artifacts on some microarrays.  To reduce false positives due to such defects on the YTMs we excluded probes that showed an obvious geographical clustering such as that indicated by the arrow.
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Fig S7 Prediction signal across the entire region of chromosome 1 of the laboratory strain, CEN.PK. CEN.PK is a mosaic of regions completely isogenic to S288C, as indicated by large regions of prediction signal below zero, regions of high nucleotide divergence, and large deleted sections detectable by continuous regions of positive prediction signal.   

Supporting tables
Table S1.  SNPs predicted in spontaneous mutants in the reference genome background.

	Mutant
	SNPscanner prediction at expected locus

(prediction signal)
	Confirmed 

Mutation 
	No. of predictions 
	Rank of expected mutation
	Predictions excluding repetitive DNA features and array artifacts 
	Number of sequence confirmed mutations**

	Can1-1001
	chrV:32,758 (62)
	chrV:32,758G(C
	75
	1
	5
	3

	Can1-1002
	chrV:32,929 (4.5)
	chrV:32,924∆T***
	294*
	-
	5
	2

	Can1-1003
	chrV:31,844 (55.6)
	chrV:31,844G(A
	12
	1
	3 
	3

	Can1-1004
	chrV:32066 (65)
	chrV:32,064C(G
	69
	1
	4
	3

	Gap1-1002
	chrXVI:514,919 (105)
	chrXI:514,919C(G
	22
	1
	4
	2

	Fcy1-1001
	chrXVI:677,256 (178)
	chrXVI:677,256C(T
	414
	5
	120****
	2


*filtering SNPscanner predictions resulted in exclusion of the expected mutation in CAN1 for this sample 
**a single mutation was predicted in all samples, chrIV:548350 and confirmed as a chrIV:548348T(C mutation.  Additional mutations were sequence-confirmed in 3 spontaneous mutants.

***the deletion occurs within a run of 4 T’s from coordinate 32,927-32,924 and therefore cannot by localized to the precise nucleotide

****the high number of predictions appears to result from a microarray manufacturing defect that results in numerous discrete foci of decreased intensity scattered across the microarray  

Table S2. SNPs predicted in CEN.PK CANR mutants

	Sample
	SNPscanner prediction at CAN1 (prediction signal)
	Confirmed mutation
	Number of predictions genome-wide
	Predictions in non-repetitive DNA
	Rank of expected mutation in CAN1

	Can1-2003
	chrV:32,486 (0.66)
	chrV:32,487G(T
	12*
	0
	-

	Can1-2004
	chrV:32,119 (38.5)
	chrV:32,119G(T
	32
	16
	1

	Can1-2005
	chrV:33,168 (28.1)
	chrV:33,169G(A
	21
	4
	2

	Can1-2007
	chrV:32,579 (8.4)
	chrV:32,580C(G
	33
	5
	1

	Can1-2008
	chrV:32,308 (8.2)
	chrV:32,304C(A
	3*
	3
	-

	Can1-2009
	chrV:32,814 (7.3)
	chrV:32811(C***
	5
	5
	5

	Can1-2010
	chrV:32,072 (17.3)
	chrV:32,077T(C
	47*
	15
	-

	Can1-2011
	chrV:31,195 (13.6)
	chrV:32195C(A
	5
	2
	1

	Can1-2013
	chrV:33040 (8.2)
	chrV:33043G(A
	74
	56
	10

	Can1-2014
	chrV:32843 (22.9)
	chrV:32842+T****
	583
	556*****
	3


*filtering scanner predictions according to our criteria resulted in exclusion of the expected mutation in CAN1 for these samples.

***the deletion of a single C occurs within a run of three Cs from coordinates 32,813-32,811 and therefore cannot be localized to the precise nucleotide

****the insertion of a single T occurs within a run of 6 Ts from coordinates 32,847-32,842 and therefore cannot be localized to the precise nucleotide 

*****the high number of predictions appears to result from a microarray manufacturing defect that results in numerous discrete foci of decreased intensity scattered across the microarray  

Table S3.  Genome-wide mutation mapping facilitates a genomic approach to genetics.  Following SNPscanner analysis of a defined ~50kb critical region, we identified mutations in AEP3 that segregated with the ability and inability to use acetate as a carbon source.  
	Strain
	Phenotype
	Sequence in AEP3

	FY3
	Acetate+
	…TTCAAATGGGTGAACA…

	CP1AB
	Acetate-
	…TTCCAATGGGTGAACA…

	E2.1A
	Acetate+
	…TTACAATGGGTGTGCA…

	E2.1C
	Acetate-
	…TTCCAATGGGTGAACA…

	E3.4B
	Acetate+
	…TTCAAATGGGTGAACA…

	E3.4A
	Acetate-
	…TTCCAATGGGTGAACA…


Supporting references

1.
G. Yvert et al., Nat Genet 35, 57 (Sep, 2003).

2.
A. J. Saldanha, M. J. Brauer, D. Botstein, Mol. Biol. Cell 15, 4089 (September 1, 2004, 2004).

3.
V. Stolc et al., Plant Mol Biol 59, 137 (Sep, 2005).

4.
G. C. Yuan et al., Science 309, 626 (Jul 22, 2005).

5.
C. Li, W. H. Wong, Proc Natl Acad Sci U S A 98, 31 (Jan 2, 2001).

6.
J. Comander, S. Natarajan, M. A. Gimbrone, Jr., G. Garcia-Cardena, BMC Genomics 5, 17 (Feb 27, 2004).

7.
M.J. Brauer, C. Christianson, D. Pai, M.J. Dunham, submitted
8.
T. L. Ferea, D. Botstein, P. O. Brown, R. F. Rosenzweig, Proc Natl Acad Sci U S A 96, 9721 (Aug 17, 1999).

9.
M. J. Dunham et al., Proc Natl Acad Sci U S A 99, 16144 (Dec 10, 2002).

10.
T. P. Ellis, K. G. Helfenbein, A. Tzagoloff, C. L. Dieckmann, J Biol Chem 279, 15728 (Apr 16, 2004).

PAGE  
16

_1074943217.unknown

_1195640710.unknown

_1066650703.unknown

